19" IMEKO TC 4 Symposium and fAWADC Workshop
Advances in Instrumentation and Sensors Interofdiyab
July 18-19, 2013, Barcelona, Spain

User-friendly Matlab tool for easy ADC testing
Tamas Virosztek, Istvan Kollar

Budapest University of Technology and Economics, Department of Measurement and Information Systems
Budapest, Hungary, H-1521, email: Virosztek. Tamas@mit.bme.hu, kollar @mit.bme.hu

Abstract-This paper describes a freely available, open souree;ftiendly data evaluation program developed
for ADC testing with a sine wave. This tool perfamultiple kinds of mathematical methods (nonlinkeaist
squares and maximum likelihood) to extract the imition from the recorded data. It has been creiatéde
form of a Matlab toolbox for users who have somewdedge in ADC testing, and would like to perforhet
mathematical computations in an efficient way —eesglly those that require complex numerical meghddche
software is a significantly extended version of #aalier similar-purpose toolbox. As it is equippedh a
graphical user interface, its usage does not requily programming knowledge, nevertheless one van get
familiar with the framework of the software, as thiegram files contain the source code that runsguthe
Matlab interpreter. A further important goal ofglsoftware is to create the possibility of publighieproducible
ADC test evaluation results. Statements of relgiggers can be verified easily: if the raw datashared, the
computations can be repeatedly executed usingdfieare tool.
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I. Introduction

The aim of this software is to handle and evaluatsasurement results for ADC testing with sine wave
excitation. The idea is that the user

» creates an experiment descriptor from the data lesnamd the circumstances of the measurement,
» imports this descriptor into the graphical useeiifgéce,
» performs the selected analysis method simply bhipgsbuttons.

In the description below, first the available aséymethods are described. Then, important aspétte GUI
are discussed, and the structure of the descigptigscribed with a suggested way to create it.

Il. Possibilitiesto process measured data

Data recorded for ADC testing can be processedwersl different ways. This toolbox offers the doling
options to evaluate the measurement.

A. Three-/four-parameter sine wavefit in least squares sense asdescribed in standard |EEE 1241-2010
[2]

This method fits a sine wave to the recorded détta nespect to three or four parameters: amplitpthase, DC
component, and in the case of a four-parametethéitfrequency. Technically the sine wave is deawsed to a
cosine and a sine wave with zero initial phasesctiefficients of the cosine and the sine waveigmthe same
information as amplitude and initial phase. Thet dosction is the sum of squares of residuals dated using
the samples of the measured sine wave and the ssumfpthe fitted sine wave:

CF.= NZ_l(y(n)— Altos@rft,) - B8in(27ft ) - C)
n=0 (1)

In this formulay(n) denotes the output of the ADC in the time momgnA is the coefficient of the cosine
component,B is the coefficient of the sine componef,is the DC component of the signal, ahis the
frequency of the sine wave. This way the three1pater fit is linear in all parameters: it can befpened using
a simple matrix operation. The four-parameter sage fit is somewhat more complicated: the freqyda@lso
a parameter to be estimated, thus iterative methogisequired. The algorithm described in AnnexfB2pis
implemented in the toolbox: this is the default muital method to perform a four-parameter LS fiheT
frequency estimator is corrected in each step.other parameters are estimated solving a lineat Bguares
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problem using the corrected frequency estimatoe iRfitial frequency estimator is very important ceming
the stability of the algorithm: inaccurate initiaéquency can totally mislead the optimization. refiere, § is
calculated using the interpolated FFT of the messent record.

The toolbox also provides another method to fit $iree wave in least squares (LS) sense using therale
MATLAB function Isgnonlin (Optimization Toolbox) [7]. Computation time is larger in this case, ths trobust
algorithm can be useful when the above problemifipéast method would be carried away from theiimpim.

Before performing the LS fit, the recording candufited: a range in time domain can be selectedsicadi
irrelevant parts of the record (e. g. when soméudisinces are observed in the measurement datsy). thé
effect of overdrive can be eliminated: samples &imirig the ADC codes near the edge of the fullescain be
ignored. The default setting is to discard the dampontaining the highest and lowest codes ofAIDE under
test.

The residuals (the difference of the recorded daththe fitted sine wave) are used to calculategtiemntities
that describe the device under test. RMS valudefrésiduals can be compared to the quantizaticse rod an
ideal quantizer: by this way the effective numbémits (ENOB) can be calculated. The power of tlased
harmonic of signal can be compared to the poweroide and distortion components: this way signaldise
and distortion ratio (SINAD) can be calculated.

[ Process Results l =t —fﬁ—r
File Edit View Insert Tools Desktop Window Help k|
Estimated signal parameters Calculated ADC parameters
Amplitude (in LSBT 129014 Etffective numbet of bits | .80
Mormalized frequency (1) 975002 2e-005 Signal to-noise and distortion ratio (dEY: 45,79
Initial phasze (in degrees) 53 .6EE
DE component (in LSE) 128,366
Amplicdude (%FS) 101.586
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Fig. 1 Resulting window of the four-parameter LIS fi

B. Maximum likelihood estimation of signal and ADC parameters

The aim of maximum likelihood (ML) estimation is #xtract the maximum possible information from the
recorded data. This method finds the ML estimatdithe signal parameters maximizing the likelihdodction
for ADC testing:

N-1

L(p) = u Ply(n) =Y(n,p)] )

wherey(n) denotes the™ sample of the measurement record, ¥frjp) is a discrete random variable. For each
n, Y(n,p) can be an integer between 0 afid 2depending on the signal parameters (amplitplase, frequency,
DC component, deviation of additional noise), ahd transition levels of the ADC under test. Thus th
parameter vector i’ = [A, B, C, f, 5, T(1), T(2), ..., T(2"-1)]. To solve the estimation problem, the likeliiio

2



19" IMEKO TC 4 Symposium and fAWADC Workshop
Advances in Instrumentation and Sensors Interofdiyab
July 18-19, 2013, Barcelona, Spain

function shall be maximized with respect to thegpagters imp. To ease computations, it is useful to define and
minimize the negative log-likelihood cost functi@@ry,):

CFRy(p) ==In(L(p)) = —Z_‘,ln(F’[y(n) =Y(n.p)]) (3)

n=0

This cost function can be minimized using geneginoizing methods. The theoretical fundamentaldvibf
parameter estimation for ADC testing are descriagdin [4].

The algorithm implemented in the toolbox is an appnate solution of the ML problem. In the likeliba
function (3) the transition levels are parametersé estimated. The excitation signal is describgdive
parameters: the four parameters from LS fit and dfaendard deviation of the additive noise on thalam
excitation signal. Thus the dimension of the partamspace is2+ 4.

Optimization of the likelihood function with respeo the transition levels is problematic for tweasons. On
the one hand the large number of parameters irerbascomputing time to intolerable values. On atiger
hand, the sensitivity of the likelihood functiondcsingle transition level is low: the estimatofdh® transition
levels cannot be optimized effectively. If the likeod function is smooth enough with respect twamsition
level, the numerical method can terminate with tumate results, depending on the other parameters o
optimization.

An approximate solution is to extract the transitievel estimators from the histogram test and &ximize the
likelihood function with respect to the remainingef signal parameters. This can be performed wummigerative
algorithm. Initial signal parameter estimators talen from LS four-parameter fit and the initiaisedeviation
estimator is calculated using the noiseless L®ditsignal and the recorded data. The numerical adeth
implemented for iterative minimization is the Lebeng-Maquardt method. Through the GUI, the progodss
iteration can be observed: the actual values ofthst important quantities appear on the screeraeth step.
The iteration can be paused, resumed and stoppedetmination criteria can be adjusted, or theritlgm can
be stopped if the criteria were chosen impropese(Fig. 2).

Maximum Likelihood Parameter Estimation: step 11 of 20 | =l i;'_-"-l
File Edit View Insert Tools Desktop Window Help w
Progress of estimation: Advanced settings

Cosine cosfficiert (A) 030022 W&, number of terstions: 20

Sine coefficient (B): 040350 Wazc. number of cost function evaluations: 40

DC component (C): 050005 Termination tolerance on cost function; 0.0010
Mormalized frequency (2*pi*fifz) 000061

Standard deviation of noise: [sigma) 0.00821

Value of ML cost function 51925774

Further Information

|
Pause teration |

Lambcla; 1.364353e+0 |

lteration counter; 11

Function evaluation counter: 24 | Finn tessiin |
| Compare ML vs LS |

Fig. 2 Minimization of the ML cost function: perfaing iterations

Maybe the most important new feature of the toolisathe comparison of ML and LS estimation: thenaicgand
ADC parameters appear beside each other in the arisop window: results for the same data sets using
different methods can be compared directly. In thisdow the residuals can be observed in the pHassain
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(in the so-called mod T plot) and in the amplitwitemain (in the histogram of residuals). Fig. 3 sbam
example for this comparison.

r my
Comparison of ML and LS estimators [E=EE
Eile Edit View Insert Tools Desktop Window Help El
ML parameter estimation LS parameter estimation
Signal Parameter: Value Unit Signal Parameter: Value Unit
Amplitucie: 12904 LSE Amplituds: 129.01 LSE
DC componert: 12850 LSE DC component: 12837 LSE
Mormalized fregquency: 9.765527e-005 s Mormalized freguency: 9.759022e-005 tits
Initial phasze: 5381 DEG Initial phase: 5367 DEG
Mormalized ampliude: 0,5080 rel FS Mormalized amplitude: 05078 rel FS
Mormalized DC component: 0.5000 rel FS Mormalized DC component, 0.4995 rel. FS

Mod T plot of residuals Mad T plot = Mod T plat of residuals
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Effective Humber of Bits: 7.54 Effective Humber of Bits: 7.80

Fig. 3 Comparison of ML and LS parameter estinmatio

The result in Fig. 3 is quite typical: for nonlimeADC characteristics: the effective humber of b#smaller
when calculated using the maximum likelihood mettiwah with LS. Thus LS returns a more attractivenber
... but this is not correct. ML which better fits thime wave returns the proper ENOB (here smalled.B§ bit).

C. Estimation of the static transfer characteristic using histogram test

The transition levels of the ADC can be directlyireated creating a histogram from the measured. ddta
recorded histogram can be compared to the probaldiénsity function (PDF) of the sine wave. The
nonlinearities can be observed through the irredigda of the histogram: wider code bins are ovemesented,
narrow code bins are underrepresented in the m@tngThe fundamentals of histogram testing are very
precisely described in [3]. The most important ficat problem is the required number of samplekeep the
variance of INL and DNL estimators low, several ptam are required in each code bin. As the PDRekine
wave is high near the extrema of the signal, anvd ddherwise, the codes near the DC component of the
excitation signal appear rarely. To achieve a fampgles also in these code bins, the number of ssnipla
record must be high ([3] also describes the requinember of samples in a record to achieve a dksiteuracy

of INL and DNL estimators).

This fact raises a requirement concerning the Igtaloif the excitation signal source. To histogréast a high
resolution (e.g. 20-bit) ADC, several million samplmust be acquired, even at low accuracy (e. %) Hhd
low confidence level (e. g. 90%). Considering tlanpling rate of the high resolution ADCs, recordioig
several million samples can take minutes: the anaignal source must keep signal parameters (eslyeci
frequency) stable for minutes.

Fig. 4 shows the result of a histogram test: aitABC was simulated with the static transfer cluteastic of a
real ADC. The simulated measurement record contaimsillion samples. In case of shorter measurement
records, the estimated INL and DNL values wouldnbgrecise.
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Fig. 4 Result of histogram testing

As explained above, the maximum likelihood methoddine wave fitting uses the transition levelsraoted
from the available samples, and the number of tlsssaples is usually low for proper histogram testin
However, these inaccurate transition levels remtetbe full information that can be extracted frtme data for
sine fit, and acceptably describe the nonlinearagtaristics. The best thing one can do is to heset more or
less inaccurate estimators of the transition lewethe further maximum likelihood estimation oéthine wave.

D. DFT/FFT test

Frequency domain analysis can also be performetuhis toolbox: processing the FFT of the measerém
record, important ADC parameters such as harmastortion, and spurious-free dynamic range (SFD&) loe
observed. One can choose from three window funstionthe time domain: Hann, flat top, and Blackman
windows are available (and, certainly, FFT can edgsmed also without windowing: rectangular wingoin

the GUI the amplitudes of the 2. up to 5. harmoaiggear (relative to the amplitude of the base baic). Also
the spectrum is displayed from DC to the Nyquigbffufrequency. The SFDR, the amplitude of the kigth
harmonic or spurious spectral component relativiliéobase harmonic is shown in the first line slits. Fig. 5
shows a result window of the FFT test. This exanmke simulated measurement to illustrate spept@erties

of a sine wave quantized with a slightly nonlin@&tL < 1 LSB) 8 bit ADC. The static transfer charaeistic
was designed to generate odd harmonics: it isleigibthe figure.
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Fig. 5 The result of FFT test

[11. Graphical User Interface

The GUI offers these kinds of functionalities iretmain window: data handling options are colledted the
frame at the right side, and data processing pitiisth are available in the frame at the bottons iwultiple
measurements can be loaded in the same time, till @ace shall be selected using a selector methedbp of
the window. In the main frame the most importaribimation about the selected measurement appeagefo
familiar with the GUI it is recommended to load #weample descriptors of the toolbox first. Theis itvorth to
create and evaluate our own measurement descrigiong the built-in tool.
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& |
Main Window [E=E
File Edit View Insert Tools Desktop Window Help k]

Descriptor selector —— Dptions ——
an_dsv_AD1555 - | it
Meazuerement information
| Import |
Dezcription:
~4.6 Vpp (~102% FS) I
fs = 256 kHz | Expor |
Analog Devices AD1555
f0~100 Hz | Load |
I Save |
Madel: AL 555 Channel ¥ 1
| Delete
Serial #: #1235456759 Eit=: 24
Process possibiities | Mew |
IEEE-1241 ‘ ‘ ML fit ‘ ‘ Histogram test ‘ | Edit |
L

Fig. 6 Main window of the graphical user interface

V. Data handling

Measurement results are containeddascriptors. The descriptor is a brief and informative repoftthe
measurement: all related data are included in tnoetare. It contains information about the deviceler test,

the circumstances of the measurement, and natwatitains the recorded data. The descriptors harelatory
parts, like the model and the serial number ofDE, the number of bits, and the measurement re@tler
information, like the number of the channel tegiadcase of multi-channel devices) can be giverooglly. In

the descriptor further information can also be givie case of simulated measurement, the nomiriaéseof the
signal and ADC parameters are to be stored, aiscoivssible to save test settings and estimatisultsefor the
measurement. Any other circumstances of the measmtecan be described in text comments. The schema
definition (see below) itemizes the mandatory aptiomal parts of the descriptor.

A. XML filehandling

To store and exchange measurement informationfigesms can be stored in files. The main requirenfen
these files were to ensure platform-independerwirtformation shall be displayed in a widely usednat.
This way the descriptors can be exchanged betwésd #est softwares written for different platfornes,g. a
LabView toolbox, a standalone application, etc. ‘ML format fulfils these requirements: using thévK

Schema Definition (XSD) language, the format of ttada file can be described properly: any softweae
create compatible XML files, that can be exchanlg¢er. The schema definition file is available ta¢ project
site [5].

B. Manipulation of descriptors

Measurement descriptors can be created and modaiftacthis toolbox: a new descriptor can be assenhiflom

the recorded data and the additional informaticoualhe measurement, and also a new simulated megasnt
descriptor can be created. In simulation parameiéthe DUT and the excitation signal can be da: five
parameters of sine wave (including the deviatiothefadditive noise) and the static transfer charetic of the
ADC. The INL vector can be imported from the worksp (we can simulate with a transfer characteristic
previously measured or extracted from datasheetaw be assembled using the GUI.
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[ Performing simulated measurement W I.-_—' (150 S |
File Edit View Insert Tools Desktop Window Help ~
Mumber of hbits: 16| Determination of IML: Import from WS =
Mumber of zamples: 250000 | IML from wiorkspace: INL_ADSE319
Mumber of periods: 40018 Shape of IhL: Mane i
Description method: Ampltuds & Phase = Magnitude of INL shape (in LSB):
Amplituicie; 05200 lepe of noise on ML Nane =
Phase [DEG]: 3500 Deviation of noize an NL (in LSE)
DC component: 0s
Sted of noise: 1e-5
Simulate measurement ‘ ‘ Cancel
h

Fig. 7 Creating simulated measurement descripttrarGUlI

V. Conclusions

The toolbox ADCTest offers a possibility to credt@ndle, manipulate, and evaluate measurementsdsul
ADC testing with sine waves. It also makes possibl@ublish reproducible evaluation results foreggsh or
ADC evaluation purposes. These opportunities cbeldtilized using this software widely. From thejpct site
the MATLAB toolbox, the XML schema definition, artde user's manual in PDF format are available 5.
longer run, a LabView equivalent of the main fuantlities is also planned to be published on thb 6.
Thus, standard methods for wider comparison wilpbblished.
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